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Executive summary

This literature review has been undertaken for the Higher Education Academy (HEA). It explores recent scholarly contributions in the area of assessment and feedback in higher education (HE).

As outlined in the HEA’s terms of reference for this work, the contents of this review are designed to “help practitioners, policy makers and researchers to focus more effectively on relevant questions, issues or sources of evidence to inform their own research or practice.” The review is intended to provide an insight into contemporary scholarly work in this area, and the approaches to searching the literature and compiling this document reflect this aim.

The review explores two key questions, and is structured around this inquiry.

The first question examined is:

What key elements are highlighted in the literature as fundamental to the development of assessment in higher education that is high quality and improves student learning?

In exploring this issue, the review identifies a number of principles and a number of processes considered to be fundamental to quality assessment that achieves these aims. These fundamentals have been shaped by the scholarly discussion and evidence provided in the current literature and by the work of the HEA itself, specifically through the ‘tenets’ of the HEA’s (2016a) Transforming Assessment Framework.

The fundamentals discussed included:

*Assessment for learning*, which is almost universally accepted in the literature as an approach to learning in higher education. Consolidating this practice is now a key area for higher education practitioners to direct focus.

*Aligned and fit-for-purpose assessment*: the literature shows that in a constructively aligned system, the intended learning outcomes are explained to students, well-defined and transparent performance standards exist, and assessment tasks are relevant and measure students’ progress against the learning outcomes using the performance standards (Biggs 1996, 2003). Students in courses that are more constructively aligned are “more likely to adopt deep learning approaches and less likely to use surface learning approaches” in their studies (Wang et al. 2013).
Collaborative construction of standards, whereby assessment standards are developed in a collaborative fashion involving staff, students and other stakeholders: “given that assessment standards are socially constructed, staff and students need to engage in dialogue about standards to understand what is required from, and entailed in, the assessment process” (HEA 2016a, p. 3).

Integrating assessment literacy with learning is another aspect strongly advocated through the HEA’s framework and again builds on the engagement between teachers and students in assessment, ensuring that assessment discussions are integrated into the discourse of academic staff in their communication with students.

Defensibility of professional judgements: as highlighted by Wyatt-Smith and Klenowski (2013), while standards play an important role in the consistency, transparency and fairness of assessment, standards and criteria are not in themselves sufficient to improve assessment processes: “Assessment is dependent upon professional judgement; confidence in which depends on forums for developing and sharing standards within and between academic, disciplinary and professional communities” (HEA 2016a, p. 3). While academic judgments are valuable and integral to the operation of higher education, they should be continuously reviewed through critical reflection in a collaborative setting to ensure that they are reliable, consistent, transparent, fair and defensible (Bloxham, den-Outer, Hudson and Price 2016).

The limits of assessment: “Limits to the extent that standards can be articulated explicitly must be recognised since ever more detailed specificity and striving for reliability, all too frequently, diminish the learning experience and threaten its validity”(HEA 2012, p. 20). This ‘fundamental’ also highlights that learning is essentially a non-linear process and as such there are obvious limitations to the extent to which assessment can and should be used.

The second question explored in the review is:

How are the fundamentals of assessment manifested in recent literature on assessment in higher education?

Feedback/feed-forward is an area of significant scholarly interest over the past five years. The literature shows a robust and defensible model for what good feedback should achieve and practitioners as taking defensible measures to reach those goals. However, efforts to empirically demonstrate the impact of these theoretical models need to be more robust than the current norm.
Peer-assessment and self-assessment: The literature on peer and self-assessment is extensive. Some ambiguity around the precise definitions of these terms leads to ambiguity around exactly what constitutes successful practice and how to measure that success. Peer and self-assessment are used for both formative and summative assessment; however, while its formative use appears to hold the most promise the majority of empirical evidence presented in the research is dependent on calibration of summative grades.

Summative assessment has been highlighted in this section of the review for the opposite reason; that is, the scarcity of literature on summative assessment in comparison to formative assessment is problematic. It is important to note this because summative assessment remains necessary for certification and is therefore highly influential in shaping the behaviour of students’ choices and priorities regarding their learning (Yorke 2011). Summative assessment continues to be a significant part of assessment practice in higher education and its importance should be reflected in the literature.

Technology and assessment: The use of technology within assessment is a common subject in the literature. The wide reach and diversity of technology in assessment practice is highlighted, as is the way in which this space is continuously evolving. A key argument posed for use of technology is the way in which it can be a conduit for ‘authentic assessment’ (Craft and Ainscough 2015). However, there are words of caution on this front elsewhere (Jackel 2014).

Psychometrics are identified as playing an increasing role in assessment in higher education in the recent literature. Articles highlighted the powerful use of such tools when applied in the right context (Hardy and Aruguete 2014), but also the need for perspective when utilising the tools in the assessment of folios, or presentations (Aryadoust 2015). The work in this area is growing and psychometrics are increasingly used for validating forms of assessment that students are undertaking and as a tool in researching the use of or development of assessments.

Other areas, briefly discussed as relevant to the contemporary literature in this area included continuous assessment, inquiry-based learning, ‘open’ versus ‘closed’ book examinations, ‘meta-reflection’, institutional culture towards assessment, differentiated assessment, issues with combining scores and empirical errors in evaluative assessment.

A third area of the review offers some reflections from the researchers. Key gaps identified in the literature include exploring the summative/formative dichotomy in approaches to discussion of assessment and the ‘aggregation issue’. Emerging
themes in relation to *programmatic* assessment and *assessment of learning outcomes* are also examined in this reflection section.

The literature review concludes with a summary of findings from three perspectives.

For *institutional policy*, the literature review concludes that there should be leadership in setting principles for improving the assessment literacy of both students and academics; for embedding the knowledge and application of the ‘fundamentals’ listed above; and for facilitating the development of more programmatic approaches to design and development of assessment.

For *educational practice* the review findings suggest that the areas of feedback/feed-forward and peer/self-assessment are theoretically well based, but continue to lack a strong empirical basis for best practice. Continuing the themes highlighted in earlier work by the HEA (2012), further development of evaluative designs to inform innovation appears to be an area for future focus. Collaboration between discipline experts and assessment experts could be one way of promoting this and improving assessment literacy at the same time.

The review also revealed significant emphasis on ‘formative’ assessment, and a notable lack of discussion on ‘summative’ assessment. While the distinction between assessment *of* learning as opposed to *for* learning is conceptually useful and defensible, it can obscure the fact that even the most summative of summative assessment has an enormous impact on where students invest their time. Rather than continuing to emphasise and reiterate the formative/summative dichotomy, it would perhaps be useful to start from the observation that all assessment is formative in some sense, while only some assessment is both formative and summative.

For the *higher education sector*, further leadership relating to the areas highlighted here such as scholarship, collaboration and literacy of assessment would be beneficial. The current policy climate in the UK, with the implementation of the Teaching Excellence Framework (TEF), suggests the beginning of a new era of assessment and quality assurance. In such contexts, it is important that assessment is seen as important for improving learning, is fit-for-purpose, is defensible and recognises its limits.
Introduction

This literature review has been undertaken for the Higher Education Academy (HEA). It explores recent scholarly contributions in the area of assessment and feedback in higher education (HE).

The report is structured as follows. This introduction provides some background and a context for the approach taken to developing this review and the ‘lens’ through which the review was undertaken. The review then comprises three broad sections:

> ‘The fundamentals’ – a section that explores the significant principles underpinning best practice in assessment. Drawing on the HEA’s Transforming Assessment Framework (2016a), this section expands the reach of these ideas based on areas identified through the literature. Essentially, this section explores the following research question: ‘What key elements are highlighted in the literature as fundamental to the development of assessment in higher education that is high quality and improves student learning?’

> ‘Practice and innovations’ – an exploration of recent literature that demonstrates the kinds of assessment practice currently being undertaken in higher education and links this application to the concepts discussed in the previous section of the review. This section is guided by the research question: ‘How are the fundamentals of assessment manifested in recent literature on assessment in higher education?’

In addressing this question, a number of key areas of literature are explored. The most significant in terms of recent attention in the literature are feedback and peer-review/self-review, and these are described in detail. Topics such as technology, summative assessment, and the use of psychometrics are also explored. The section finishes with a brief outline of other emerging trends in practice identified in the literature;

> ‘Reflections and setting directions’ – this section summarises the gaps in current literature identified by the authors, particularly in relation to gaps previously identified in work of the HEA through the A Marked Improvement (HEA 2012) report. The discussion begins with the identified gaps, and then includes reflections on trends in the literature relating to emerging principles and future directions.

The report concludes with some suggestions for relevant stakeholders based on the findings of the review.
Background and approach

The core stakeholders of the HEA are the intended audience of this review; practitioners and researchers with interest in the scholarship of assessment in higher education. As outlined in the HEA's terms of reference for this work, the contents of this review are designed to “help practitioners, policy makers and researchers to focus more effectively on relevant questions, issues or sources of evidence to inform their own research or practice.” The review is intended to provide insights into contemporary scholarly work in this area, and the approaches to researching and compiling this document reflect this aim.

Based on guidance from and parameters set by the HEA in scoping this project, the research team undertook a broad scan of the international literature covering the area of assessment in higher education. The section below outlines the approach taken in researching, collating and developing this document.

The timing of the previous work by the HEA helped to define some parameters for this work. Given the publication of the HEA’s *A Marked Improvement* in 2012, this review focuses on work published following the development of that report (i.e. 2011 onwards), although the researchers have included notable earlier works where helpful.

A systematic process was followed in searching within and across key databases of bibliographic information. The referencing/bibliography tool Zotero was used throughout to store searched materials and to search within identified documents. Initial search terms were kept purposefully broad (e.g. assessment, higher education, universities, etc.) in order to capture the most comprehensive range of work possible and to avoid missing new areas of assessment research.

In addition, the research team undertook focused journal-specific searching. This process involved sourcing every article from the journal *Assessment and Evaluation in Higher Education* going back to January 2011, and examining in detail the following journals for relevant articles on assessment published since January 2011:

- *Studies in Higher Education;*
- *Innovations in Education and Teaching International;*
- *Quality Assurance in Education;*
- *Issues in Educational Research;*
- *International Journal of Higher Education;*
- *Higher Education Research and Development;*
- *Education and Training;*
Google Scholar was then used to find articles concerned with higher education and assessment that had been published in 2011 or more recently. As Google Scholar ranks search results by citation count, this enabled us to identify with ease those high-impact articles published within the specified date range that had not already been sourced. As a final step the team obtained a number of recently published books on assessment in higher education that had been cited in many articles sourced from the initial searches.

The process resulted in sourcing approximately 850 papers, books, and chapters of potential relevance to the literature review. As noted above, these were collated and stored during the search process in a shared online Zotero library. Once collated, the next step involved reading all the abstracts and removing articles that, despite keywords and titles, were not relevant to the research questions being explored. Approximately 200 articles were removed from consideration following this initial scanning process.

During this process, the researchers also undertook a process of ‘tagging’ articles and chapters with keywords relevant to the literature review. The collation platform being used by the team for storing the searched articles facilitated this process well.

Manual tagging in this way allowed the research team to develop methodically an overview of research priorities emerging within the field of literature and to quickly apply filters to the library to identify all sourced articles that were relevant to a particular topic within assessment in higher education. For example, we could filter to examine ‘feedback’ and then filter again by other terms such as ‘UK-centric’. Once complete this allowed the team to efficiently remove articles that, while not entirely irrelevant (they were important to know about), were tangential to the focus of this literature review. Custom keywords, developed by the researchers, also offered a tool for dealing with regional differences in jargon. For example, ‘assessment’ in a US context is nearly always concerned with assessment of institutions, and less so assessment within institutions.
This approach helped identify trends in the recent literature, key areas of focus, and apparent gaps in the literature. The searching and tagging/categorisation closely informed the way in which the review has been structured.

At a number of points during the development of this work, the research team consulted with HEA researchers. This included consulting the HEA Assessment Lead to further define processes, parameters and approaches, and ensure consistency with the expectations of HEA and relevant stakeholders.

A number of key decisions relating to the content and focus of the review were made at various points during the development of this work. Following the guidance of HEA, and keeping in mind the intended audience, the researchers concentrated on assessment practice and implementation that is practitioner-focused and emphasises aspects of learning that can be influenced/enacted at the coal-face of a university — that is, with and for students. Assessment trends and practice relating to higher-level aspects such as professional accreditation, government quality assurance processes, and ‘big picture’ learning outcomes assessment programmes have been largely (although not entirely) left out of the scope of this particular work. In addition, the abundant literature exploring student evaluations of teaching and learning (and sometimes by implication, assessment) has not been covered extensively here.
The fundamentals

This section summarises the elements highlighted in the research literature as essential to the conceptualisation, development and implementation of high quality assessment in higher education. It is framed by the research question:

What key elements are highlighted in the literature as fundamental to the development of assessment in higher education that is high quality and improves student learning?

The key elements discussed here are seen as independent of both content and context. In other words, these elements are important to the development of high quality assessment regardless of the assessment content and where the assessment is taking place.

The HEA has developed a framework for transforming assessment in higher education (HEA 2016a). This framework outlines the tenets the HEA has identified that inform and underpin the transformation of assessment practice. These tenets were described in detail in *A Marked Improvement* (HEA 2012) and originated in the 2007 and 2009 Assessment Standards Knowledge exchange (Oxford Brookes University 2014). The HEA Framework also describes the processes by which assessment can be transformed in higher education. The framework has helped to inform the discussion of fundamental principles in this section. In addition to the framework, the discussion has been complemented and augmented by trends, evidence and emphases in the contemporary literature relating to assessment in higher education.

This section explores the following ‘fundamental principles’:

- assessment for learning;
- aligned and fit-for-purpose assessment;
- collaborative construction of standards;
- integrating assessment literacy with learning;
- defensibility of professional judgements;
- the limits of assessment.

Fundamental principles

*Assessment for learning*

The HEA framework asserts that assessment is an activity that should be used to inform and improve student learning: “Learning and assessment should be integrated and fully aligned” (HEA 2016a, p. 19). Rather than being used solely to ascertain whether learning outcomes have been achieved, assessment should
provide feedback on performance in a way that contributes to students’ learning (Sadler 1998).

Assessment for learning – often referred to as formative assessment – occurs when assessment and learning are integrated. While assessment of learning – or summative assessment – remains an important part of evaluating student learning at the completion of a programme of study, assessment for learning can be used to provide rich, meaningful and timely feedback to students on their learning and progress throughout a programme of study. Assessment for learning can take many forms, and may be either formal or informal (Yorke 2003).

Assessment for learning can help students understand the expected standards in a programme of study (Yorke 2003). It can also help motivate students to study and allows them to reflect on their learning (Weurlander et al. 2012). Consistent and timely feedback provided on formative assessment can enable students to learn more efficiently and effectively (see e.g. Richardson and Healy 2013). Detailed data from formative assessment can also be used by teachers, tutors and other practitioners to identify gaps in students’ learning and help them target teaching (Bennett 2011).

Over the past 20 years, the principle of assessment for learning has been increasingly embraced globally. As Rhodes (2016) explains:

> Assessment is more efficient and effective for institutions because it now can provide students with feedback on defined strengths and weaknesses in formative as well as summative detail not available previously. In this more robust feedback rubric environment, faculty are discovering the power of working and talking with colleagues about student learning improvement and how assessment results can help them improve assignments and their own sense of efficacy.  
> (Rhodes 2016, p. 112)

While assessment of learning and assessment for learning are often viewed as distinct types of assessment, in reality the differences are often more subtle (Bennett 2011; Yorke 2003). Some assessment may be both summative and formative. For example, an end of module assignment or examination will have a strong formative component in driving what and how students learn during the module (Bennett 2011). Students may also receive feedback on summative assessment that they can feed-forward into future learning. Ideally, summative assessment should measure students’ knowledge and understanding, but should also support and feed-forward into future learning.
Closely related to the notion of assessment for learning is the idea of ‘educational rationale’. This argues that each piece of assessment in a programme should have a clear educational value and an articulated rationale. This means that assessment should be a primary consideration in course design and should be focused on student learning (Carless 2007, 2015a, 2015b; Clements and Cord 2013). The design of assessments is therefore a crucial component of curriculum design. In discussing directions for change in assessment practice, Medland (2016) notes that:

There is now an extensive body of literature that can inform stakeholder understanding of how a shift in culture might be brought about in higher education, from the current dominant discourse of the testing culture, towards an assessment for/as learning culture ... It calls for assessment to be a central aspect of curriculum design and development. (Medland 2016, p. 91)

One fundamental aspect of assessment that is detailed in the HEA framework (2016α) is the process of developing assessment infrastructure. This process supports “change, which includes institutional assessment regulations, and the use of technologies to enhance assessment practice, improve feedback and streamline assessment management (e.g. e-submission, e-feedback)” (HEA 2016α, p. 3). This is closely linked to all aspects of assessment quality. Enhancing the processes and technology used to administer assessment and provide feedback supports assessment for learning.

Aligned and fit-for-purpose assessment

Building on the notion of assessment for learning are the inter-related concepts of constructive alignment and fit-for-purpose assessment. Constructive alignment takes place when learning outcomes, curriculum, teaching and learning strategies and assessment tasks and methods are all aligned (Biggs and Tang 2011; Boud and Falchikov 2006). Assessment that is fit-for-purpose occurs when assessment methods and tasks are valid, relevant and authentic and focus on “the demonstrable achievement of intended programme outcomes” (HEA 2016α, p. 3). Essentially, constructive alignment takes place at the programme level, while fitness-for-purpose usually focuses on individual assessment tasks. Each of these concepts is discussed below in the context of recent literature.

Tam (2014) elaborates on the concept of constructive alignment by arguing that:
outcomes, teaching and learning, and assessment need to be aligned to achieve consistency and coherence in the design process, resulting in instruction and assessment that are designed to address the intended learning outcomes. (*Tam 2014, p. 166*)

In a constructively aligned system, the intended learning outcomes are explained to students, well-defined and transparent performance standards exist, and assessment tasks are relevant and measure students’ progress against learning outcomes using the outlined performance standards (Biggs 1996, 2003). This alignment assures that content in the curriculum is linked to the stated learning outcomes of a programme, and is mapped to assessment in a fair way.

Although constructive alignment is broadly accepted as having a positive impact on the quality of assessment and student learning outcomes (Biggs 2003), there has been, to date, limited research critically evaluating the idea of constructive alignment. One recent paper found that students in courses that are more constructively aligned are “more likely to adopt deep learning approaches and less likely to use surface learning approaches” in their studies (Wang *et al.* 2013).

Curriculum review and development is one of the fundamental processes for assessment outlined in the HEA framework (2016a). This process is an essential part of constructive alignment. It involves reviewing curricula and developing programmes of assessment that are fully aligned with the intended learning outcomes. The HEA framework posits, “that enhanced assessment practice can be effectively integrated into institutional processes” (HEA 2016a, p. 3).

Assessment frameworks are another way by which constructive alignment can be achieved. Assessment frameworks are distinct from curriculum frameworks. While curriculum frameworks often articulate the desired learning outcomes of a programme of study, an assessment framework provides more detail of *what* the desired learning outcomes are and *how* they are to be assessed (Jago 2009):
Assessment frameworks provide a structured conceptual map of the learning outcomes of a programme of study. Where curriculum frameworks detail what is to be taught, assessment frameworks detail what is to be assessed ... Further, an assessment framework details how an assessment is to be operationalised. It combines theory and practice, and explains both the ‘what’ and the ‘how’. (Pearce et al. 2015, p. 111)

Assessment frameworks allow the process of constructive alignment between curriculum and assessment to be thoroughly mapped, and for the rationale of the assessment tasks to be articulated.

Fitness-for-purpose relates to individual assessment tasks that exist within an overall assessment framework. A fit-for-purpose assessment is one that provides a “valid assessment of the achievement of intended programme outcomes” (HEA 2012, p. 19). An assessment is fit-for-purpose when the methods used to assess a particular learning outcome are relevant, appropriate and focused on measuring the achievement of intended learning outcomes (van der Vleuten et al. 2012). Developing a fit-for-purpose assessment requires consideration of the content, context, level, and student cohort (Brown and Race 2012).

The notion of ‘fitness-for-purpose’ is inherently linked to assessment quality and could be considered a functional definition of assessment quality (Schuwirth and van der Vleuten 2011). Richardson (2015) notes that “Ideally, the form of assessment on a particular module should be determined by the design of the module and in particular by the module’s intended learning outcomes” (p. 440). That is, assessment is fit-for-purpose when it is likely to assess what it was intended to assess, as defined in a curriculum or assessment framework. This is analogous to older conceptions of validity, that is: Does the instrument measure what it was intended to measure?

It is a widely held view that assessment should always be fit-for-purpose (Brown and Race 2012). It is difficult to disagree with such a claim, since if the purpose of an assessment can be articulated, then the assessment should conform to this purpose. Essentially, the greatest consideration when designing an assessment should be given to whether the selected assessment task can adequately assess the intended content in a way that is relevant and appropriate. When considering the fitness-for-purpose of assessments, relevance becomes paramount.
Collaborative construction of standards

Students typically receive a score or grade on completed assessment that reflects their performance on the assessment against some pre-determined performance standards. The process of setting these pre-defined standards is an important part of the assessment cycle, and requires dedicated time and resources. Determining a performance standard or an achievement scale for an assessment or a single piece of assessment should be a constructive and collaborative process.

Although they are accepted as a necessary component of assessment, standards are inherently difficult to define (Bloxham 2012). Sadler (2013) provides a particularly useful definition of a standard as a “definite degree of academic achievement established by authority, custom, or consensus and used as a fixed reference point for reporting a student's level of attainment” (p. 15).

Standards are often poorly articulated, unclear and difficult to use (Sadler 2014; Weisler 2016). They are often used to compare student performance relative to that of other students in the cohort rather than making comparisons against a fixed reference point (Sadler 2014). However, when they are clearly articulated, and when students engage with them, performance standards help improve transparency of assessment and student learning (see e.g. Hendry, Armstrong and Bromberger 2012).

The HEA framework (2016a, p. 3) explains that “given that assessment standards are socially constructed, staff and students need to engage in dialogue about standards to understand what is required from, and entailed in, the assessment process.” This, as well as the link between students' understanding of standards and their learning, underscores the importance of constructing standards in a collaborative fashion, in a way that engages both staff and students.

The establishment of standards cannot be a ‘one-off’ event. Expectations for performance can evolve over time. The application of standards in assessment (through the use of evaluative criteria in rubrics or the practice of making professional judgments regarding the quality of student work) is an inexact process and requires constant review. Sadler (2014, p. 274) notes that, “consensus on the wording of the outcome statements does not necessarily result in consensus on underlying achievement standards.” Thus, critical reflection of standards should occur on an ongoing basis, with dedicated times and formalised processes built into an assessment cycle.
In many higher education contexts, decisions on assessment and grading ... are devolved to individual academics, small teams or program directors. A growing practice has been to develop explicit descriptions of expected standards so they can be used by students (as producers) and academic appraisers ... If all relevant parties work to the same set of specifications, the belief is that appropriate levels of consistency and comparability will result. (Sadler 2014, pp. 273–74)

Students also need to be engaged in the standard-setting process and given clarity regarding expectations. Student satisfaction in relation to assessment is hindered when they simply do not know what is expected of them. “It is when learners share an understanding of academic and professional standards in an atmosphere of mutual trust that learning works best” (HEA 2012, p. 20).

An oft-cited study by McDowell and Sambell (1999), that evaluates the role of students as stakeholders in the assessment process, is relevant here. Their analysis identified some major concerns about including students in judging the fitness for purpose of assessment. Importantly, while there is some concern that students are “insufficiently knowledgeable and informed about assessment“:

> the data show that many students are able to think about assessment in quite sophisticated ways; this suggests that they may be at least as well-informed as some other stakeholders if not better informed ...
> this is not to suggest that students should be the sole judges of assessment quality since their knowledge and experience is clearly limited, only that their views should be considered alongside others.

(Sambell 1999, p.121)

This emphasises that while students should be included in the development of assessment standards, they are not the only stakeholders. While students provide useful input into assessment, as they are not assessment experts, it is important that other stakeholders are involved in the process.

Integrating assessment literacy with learning

Assessment literacy can be defined as students’ ability to understand the purpose and processes of assessment, and accurately judge their own work (Smith, Worsfold, Davies, Fisher, and McPhail 2013). The HEA framework (2016a) advocates integrating assessment literacy into course design in order to help students understand and engage with the standards. However, it is not just the literacy of students that is important in this regard, as noted by Price et al. (2011), developing assessment literacy among academics is critical to enabling informed debates on approaches that are implemented.
In *A Marked Improvement* (HEA 2012), this is articulated in the following way:

> Active engagement with assessment standards needs to be an integral and seamless part of course design and the learning process in order to allow students to develop their own, internalised conceptions of standards and to monitor and supervise their own learning. *(HEA 2012, p. 21)*

One of the fundamental processes articulated in the HEA framework (2016a) is that of dialogue and building a mutual understanding of the importance and role of assessment between staff and students. This fundamental process is closely linked with assessment literacy. Through collaborative construction of standards and by actively engaging students with assessment standards and processes, assessment literacy among students can be raised.

Rhodes (2016) notes that:

> Assessment is being integrated into the daily activities of faculty and other educational professionals as they teach, construct, and deliver programs, design projects and high-impact practices, and challenge students to become more adept and practiced at exercising higher-order abilities such as analysis, problem solving, and evaluation. *(Rhodes 2016, p. 112)*

Integrating assessment literacy into learning encourages students to become autonomous learners with the capacity to reflect on and review their own learning progress, as well as the progress of their peers. Being an active agent in this process can help students to develop a sophisticated understanding of assessment.

Attempts to engage students with assessment standards and processes have ranged from developing assessment criteria and performance standards and making them available to students to actively engaging students with these standards (O’Donovan, Price, and Rust 2008). Simply presenting written descriptions of performance standards to students in the form of rubrics or scoring guides does not appear to adequately improve students’ assessment literacy or learning (O’Donovan, Price, and Rust 2004; Reddy and Andrade 2010). Engaging students with standards through self-assessment and peer-assessment tasks appears to encourage critical reflection by students (Boud, Cohen and Sampson 1999; Dochy, Segers, and Sluijsmans 1999). Discussing and applying assessment standards to exemplars appears to have a small but positive impact on assessment literacy and student learning (Rust, Price, and O’Donovan 2003; Smith *et al.* 2013).
The principle of integrating assessment literacy with learning is closely aligned with the tenet that assessments should be implemented using transparent and fair processes. Transparency around assessment appears to increase students’ confidence with assessment processes (Bamber 2015). Further, there may be a negative relationship between students’ perceptions of the transparency of assessment goals, standards and grading processes and fear of failure and academic pressure (Suhre, Jansen and Torenbeek 2013).

The past decades have seen a movement towards increasing transparency in assessment (Bloxham et al. 2016), yet there are still concerns about the rigour and reliability of assessment processes (Sadler 2013). In a recent New Zealand study (Fletcher et al. 2012), the common disparity between faculty perceptions and student perceptions of the role and importance of assessment are highlighted. Transparency can be facilitated using some of the same approaches used to increase students’ assessment literacy, such as sharing and discussing performance standards, scoring guides, rubrics or exemplars with students (Bell, Mladenovic and Price 2013; Hendry et al. 2012; Jonsson 2014). Involving students more actively in assessment, for example, by incorporating self-assessment or peer-assessment activities, can also increase transparency (Falchikov and Goldfinch 2000; Nicol, Thomson and Breslin 2014).

Fairness relates to the degree to which an assessment provides an equivalent measure of student ability independent of the non-relevant personal characteristics of the students. Assessments should not disadvantage any particular group of students – such as those from a particular socio-economic or cultural background, or those of a particular gender – in a systematic way. At an individual item level, this means that assessments need to address issues of potential bias. At the process level, fairness relates to the consistency of student experience and evaluation in any assessment process. Inconsistency in assessment experience is contentious, open to external criticism and even litigation. Students are stakeholders who want fairness and consistency in assessment. Clarity in expectations (through integrating assessment literacy in course design) goes some way to achieving this.

**Defensibility of professional judgments**

Despite continuing efforts to ensure transparency and fairness, some form of variability is inevitable when setting and scoring assessment, and assessors can often be inconsistent when scoring assessment (Bloxham et al. 2016). While standards play an important role in the consistency, transparency and fairness of assessment, standards and criteria are not in themselves sufficient to improve assessment processes (Wyatt-Smith and Klenowski 2013). This is
particularly the case with more complex assessment tasks that have no single “correct” solution (Wyatt-Smith and Klenowski 2013).

“Assessment is dependent upon professional judgement; confidence in which depends on forums for developing and sharing standards within and between academic, disciplinary and professional communities” (HEA 2016α, p. 3). In the assessment of highly complex learning, professionals (including content experts, lecturers, teachers and tutors) often make holistic judgements regarding student learning rather than overly mechanistic ones. These judgments are valuable, but should be continuously reviewed through critical reflection in a collaborative setting to ensure that judgements are reliable, consistent, transparent, fair to students, and ultimately defensible (Bloxham et al. 2016).

Bloxham, Hughes and Adie (2016) note that “designing quality assessment that generates credible evidence of student achievement, and that can be consistently and reliably judged by those assessing the work, is a contentious and complex task.” (p. 638). The quality of judgements is often demonstrated by their adherence to criteria, the credibility of evidence, the existence of shared standards and the consistency of judgments (Bloxham, Hughes and Adie 2016). Activities that demonstrate moderation of judgements include peer scrutiny, double and collaborative marking processes, random checking, and consensus moderation discussions (Bloxham, Hughes and Adie 2016). The process of “moderation with a focus on community building has been shown to add to assessors’ assessment literacy as well as knowledge of standards” (p. 648).

The limits of assessment

Assessment can only measure so much. The HEA framework (2016α) recognises that assessment lacks precision. In A marked improvement, the point is made in the following way:

Limits to the extent that standards can be articulated explicitly must be recognised since ever more detailed specificity and striving for reliability, all too frequently, diminish the learning experience and threaten its validity. (HEA 2012, p. 20)

Since the 1990s, there has been a proliferation of standards and learning outcomes documents in the higher education realm (Hudson, Bloxham, den Outer and Price 2015). Some researchers have criticised such documents, arguing that they “are based on a misconception of standards as explicit and absolute, when in fact standards have tacit and contextual qualities that make it impossible to codify them fully” (see e.g. Hudson et al. 2015; Sadler 1985). This principle holds that “there are important benefits of higher education which are
not amenable either to the precise specification of standards or to objective assessment” (HEA 2012, p. 20).

This principle also aims to acknowledge that learning is a complex and non-linear process, which occurs across multiple different educational contexts. Attempting to precisely define all the meaningful competencies or learning outcomes of a programme is an inherently reductive process, which somewhat artificially constrains the transformative experience of learning. In the words of the HEA, “There are some aspects of learning that cannot be reasonably assessed”, and “the effects of assessment extend over and above the intended outcomes’ (HEA 2012, p. 20).

**Practice and innovations**

**Introduction**

The ‘Practice and innovations’ section contains a number of sub-sections detailing the way in which current literature relating to assessment in higher education applies the fundamentals discussed in the section above.

Framed by the research question below, this section reviews the literature based on the most significant issues being highlighted in scholarly research in assessment.

How are the fundamentals of assessment manifested in recent literature on assessment in higher education?

The two most substantial issues identified in the literature and discussed in this section are feedback/feed-forward, and peer-assessment/self-assessment. In addition to discussion of these areas, exploration of recent literature in relation to the use of technology in assessment, the treatment of summative assessment and the role of psychometrics in current assessment literature are also examined in this section. The section finishes by looking at a number of other emerging practices in the recent literature that were considered noteworthy.

**Feedback/feed-forward**

A substantial proportion of the literature on assessment focuses on feedback and/or feed-forward. Given an otherwise positive book review recently complained the reader was left “pondering the precise definition” (Bamkin 2013, p. 128) of feed-forward, it is worth stating that “feed-forward refers to ‘timely and constructive feedback’ that feeds into the next assignment” (Wimshurst and Manning 2013, p. 451), that feed-forward is the aspect of
feedback that encourages and allows improvement and, as such, should be a “necessary characteristic of feedback” (Boud and Molloy 2013, p. 702).

Many authors note the problem of modular university subjects and the fact that end of module feedback is difficult or impossible to feed-forward into future assessment, given that the module has finished (Higgins, Hartley, and Skelton 2002; Hughes, 2011). This has led to a focus on feed-forward prior to final assessment using a number of strategies such as exemplars (Hendry et al. 2012; Scoles, Huxham and McArthur 2013), continuous assessment marking (Hernández 2012), peer assessment, and feedback on drafts.

In general, the field demonstrates a shift away from feedback as justification or explanation of a mark to feedback being primarily about its ability to feed forward into future learning. Building on current theories about formative assessment as well as research showing feedback to be a source of student dissatisfaction (Boud and Molloy 2013), there is broad consensus in the literature about what good feedback should be and should do. Orsmond et al. (2013) present a useful summary of the received model of 'new feedback', which is shown in Table 1.

<table>
<thead>
<tr>
<th>New feedback delivery</th>
<th>Standard feedback delivery</th>
</tr>
</thead>
<tbody>
<tr>
<td>Encourages dialogue between giver and receiver of feedback</td>
<td>Monologue often tutor directed one way feedback</td>
</tr>
<tr>
<td>Involves peers</td>
<td>Does not involve peers</td>
</tr>
<tr>
<td>Explicitly encourages self-assessment/regulation</td>
<td>Does not explicitly encourage self-assessment/regulation</td>
</tr>
<tr>
<td>Feedback on assignment process</td>
<td>Feedback on assignment product</td>
</tr>
<tr>
<td>Students encouraged to be proactive in working with feedback</td>
<td>Students encouraged to be reactive in working with feedback</td>
</tr>
</tbody>
</table>

(Orsmond et al. 2013, p. 244)

While this model demonstrates a well-developed, coherent and conceptually persuasive approach to a new type of feedback delivery, it also illustrates some of the weaknesses of the literature, one of which is a tendency to dichotomise. While the distinction between, say, assessment of learning as opposed to for learning is conceptually useful and defensible; it can obscure the fact that even the most summative of summative assessment has an enormous impact on where students invest their time. In this sense summative assessment of learning has, and has always had, a strong formative component in shaping what students make an effort to learn. Too much focus on this dichotomy can lead to a situation where
innovation is located within formative assessment alone. The possible impacts on student learning of innovation in summative assessment are left under-researched.

However, the biggest problem with the field is that while the pedagogical theories behind the current consensus on feedback are sound, solid evidence for effectiveness is correspondingly thin. This leads to an abundance of assertions that various strategies ‘may’, ‘might’, ‘could’, ‘can’ or ‘appear to’ improve learning. Given current attempts to reform feedback were initially driven by student complaints that feedback was “one of the least satisfactory aspects of their university experience” (Carless 2015a, p. 189), it is perhaps unsurprising that the literature shows an over-reliance on student and teacher perceptions of feedback as research data.

Student perceptions are vital, and closing the gap between student and teacher perceptions of feedback is important (Adcroft and Willis 2013), as is (for example) understanding the degree to which higher education students’ concept of feedback is mediated by their secondary experience (Beaumont, O’Doherty and Shannon 2011). However, “student perceptions of feedback and its educational effectiveness are not necessarily the same” (Denton and Rowe 2015, p. 1101) and observations such as “the exemplar facility was highly valued by students, although there were no quantitative effects such as an increase in students’ assignment marks” (Handley and Williams 2011, p. 95) should cause concern. Moreover, studies based on student perceptions often make observations such as, “much of what the students had to say about their experiences with assessment feedback problems agreed with research documented elsewhere” (Ferguson 2011, p. 59). The agreement Ferguson identified in 2011 raises the question of why student perception of feedback remains the dominant approach today.

Where the literature is lacking is obvious:

while theoretical justification for the apparent benefits of feed-forward is strong, the empirical support for such confidence remains slight (Wimshurst and Manning 2013, p. 451).

There have been very few published reports of investigations in higher education where the feedback loop has been completed, and I have been unable to find any previous report where the loop has been completed by the teacher who originally provided the feedback. (Donovan 2014, p. 1019)
Although there are many suggestions within the feedback literature for strategies ... there are few empirical studies which test the effectiveness of these interventions. Evidence of the effectiveness of such interventions is greatly needed. (Ali, Rose and Ahmed 2015, p. 582)

Boud and Molloy state that “if there is no discernable effect, then feedback has not occurred” (2013, p. 1019), a point which Boud has been making for some time: “feedback ... is only worthy of the name if ... teachers can detect in the work of students that the information they have provided has made a difference” (2007, p. 18). In reviewing recent literature on this subject it is difficult to avoid concluding that future research need to focus on identifying the impact of feedback in the work of students. The number of researchers beginning to express frustration with this gap is encouraging. It suggests that future research should begin to focus on valid and reliable measurements of the impact of feedback.

Recently, there have been some notable attempts to measure the impact of feedback, although often these studies have quite limited sample sizes. Scoles et al. (2013) used feed-forward exemplars to help students prepare for summative assessment and consequently showed an improvement in students’ results. Vardi (2013) conducted a similar study with two student cohorts, and managed to identify why improvement was shown in one cohort but not in the other, which would not have been possible without empirical evidence. Walker and Hobson (2014) pinpointed a lack of alignment between staff and student perceptions and intervened with feed-forward towards summative assessment. As a result of this intervention, they showed that students had an improved pass rate.

The benefits of empirical evidence are particularly evident in the sophisticated analysis presented by Nicol, Thomson and Breslin (2014). Here the authors use surveys and focus groups to investigate the cognitive processes that led to empirical improvements in performance measured elsewhere (Cho and Cho 2011) following the student provision of feedback to peers. Nicol et al. build on Cho and Cho’s empirical results, using students’ perceptions of feedback to argue that, “feedback production is recognised as just as valuable for learning as feedback receipt” (Nicol et al. 2014, p. 120).

In essence, the field has a robust and defensible model for what feedback should achieve and is taking defensible measures to reach those goals. However, the definition of success in reaching those goals needs to move towards more objective measures. Measuring improvements in performance following pedagogical intervention is difficult, but this does not mean it should be avoided. It is necessary to measure empirical improvement in order
to move the field past the continued reproduction of perception surveys about case-study implementations of a consensus theoretical position.

Peer-assessment and self-assessment

While peer and self-assessment have been extensively researched, there is often real ambiguity as to exactly what these terms mean within the context of individual papers. Is ‘peer assessment’ the assignation of a grade, the production of purely formative feedback, a combination of the two, or something else altogether? The distinction between peer evaluation and peer feedback was made explicit some time ago (Falchikov and Blythman 2001), yet despite this many papers require close reading to discern exactly what the authors mean by ‘peer assessment’.

This is not merely a question of semantics. In an update of Topping’s inventory (1998) of peer assessment, Gielen, Dochy and Onghena (2011) urge using the inventory to guide the description of peer assessment practices in future studies, as “when this happens, performing replication studies, studying interaction effects between certain variables and comparing and synthesising findings on peer assessment should all become more straightforward” (2011, p. 150). Later that year, in a review of the literature, and after teasing out the various meanings of ‘peer assessment’ Gielen et al. (2011) noted that:

The formulation of new goals for peer assessment, beyond being an assessment tool, has introduced new expectations ... The problem is not so much that different goals, and thus different definitions of quality, exist: the problem is that a clear view on the relationship between these goals and definitions is getting lost ... The risk here is that one takes a certain conceptualisation of quality for granted, without questioning the alignment with the implicit goal assumptions. (Gielen et al. 2011, pp. 720–1)

The authors go on to express the hope that “this overview should help researchers and practitioners to be more explicit about their goals of using peer assessment, and should clarify the relationship with appropriate quality criteria” (Gielen et al. 2011, p. 732). A similar plea could be made regarding the work of Taras (2010) in categorising the various definitions of ‘self-assessment’.

The problem of a lack of alignment between peer assessment’s new “implicit goal assumptions” and “certain conceptualisations of quality” are real. The literature on peer assessment is not short of empirical data. It is not difficult to take peer or self-assigned grades, compare them either with each other or with tutor grades, then publish a correlation. However, while there is much data, whether it is the right data is another question. If we are, for example,
increasingly interested in the degree to which the production of peer assessment has an impact on a student’s ability to self-assess, then correlations between peer and tutor grades are not highly relevant.

Persuasive arguments have been made over the past decade that “the dominance of peer assessment processes using grades can undermine the potential of peer feedback for improving student learning” (Liu and Carless 2006, p. 279), yet the relative ease of publishing studies that correlate grades guarantees their continued production even when they do not answer the questions we now need to answer. When a 2016 meta-analysis of peer versus instructor ratings reports results that do not “depart much from what was reported by Falchikov and Goldfinch (2000)” (Li et al. 2016, p. 254) there is a clear implication that the field is in danger of treading water. Reinholz makes this point directly, arguing that most studies on peer assessment focus “on calibration of instructor and peer grades, rather than learning opportunities” (Reinholz 2016, p. 301). He goes on to provide a “framework for understanding the learning that takes place through peer assessment by connecting peer and self-assessment”, offered as a “guide for future research studies to test and validate the model” (Reinholz 2016, pp. 312–13).

The biggest question about research into peer assessment is whether we use it as a formative or summative pedagogical tool. There are cases where using it summatively is clearly useful, such as where peer assessment is used to allow teachers to “design assessment that unravels group and individual contribution” (Tucker 2013, p. 74) when assigning individual marks for group projects. A number of papers address this (see e.g. Ko 2014; Neus 2011; Spatar, Penna, Mills, Kutija and Cooke 2015).

However, it is sometimes unclear what the continued calibration of peer and tutor grades hopes to achieve. The implicit claim of that calibration is that peer grades could potentially replace tutor grades. What seems to be overlooked is that in a controlled setting where peers know their grades are being compared with a tutor’s, there is no motive to game the system. But when you change the context of an assessment you can change the variable it measures: if peer evaluation became the basis on which people were allowed to prescribe medication or argue a case in court, we would have a compelling motive to collude. This is not to indulge in cynicism, simply to note the proportion of the literature focused on integrity issues such as plagiarism (see e.g. Bruton and Childers 2016; Chew, Ding and Rowell 2015; Newton 2016; Sutherland-Smith 2014) and to observe that this research was produced for a reason. Regardless of how well we calibrate peer and instructor grades, many papers detail formidable problems with the summative use of peer assessment. “Perceptions of unfairness” (Carvalho 2013, p. 503) are common, students are “highly critical of it as a summative practice” (Patton 2012, p. 719) and when “asked whether their peers should
have a greater say in their overall grade the majority disagreed" (McGarr and Clifford 2013, p. 677). Furthermore, evidence “that students would need to complete six assessments each with groups of at least three assessors per assignment in order to achieve acceptable accuracy (Jeffery et al. 2016, p. 139) suggests that inasmuch as part of the drive towards peer assessment is to get “students to do the work of ... overworked academic and sessional staff” (Wilson, Diao and Huang 2015, p. 28) the solution could create more work than the problem.

Peer assessment as a formative practice is far more promising. Students are positive after having done it and prefer it to summative peer assessment: “the students' proposed model of peer assessment addressed their concerns ... by increasing formative feedback and limiting its potentially damaging impact as a summative exercise” (Patton 2012, p. 729).

The relationship between peer-assessment and self-assessment needs to be addressed at this point. By 'self-assess' we mean the meta-cognitive ability to critically judge the value of one’s own work, not self-assess in the summative sense, the utility of which is limited by remarkably consistent findings that average students over-estimate their abilities while more able students are either more accurate or too pessimistic (Jewell 2013; Boud, Lawson and Thompson 2015; Jewell 2013; Kun 2016; Ünaldi 2016). Students in the middle of the scale often cannot identify what they don’t understand. Students at the top of the scale usually can. This is not a problem if the self-assessment we are talking about is formative – we can help the less able and overly optimistic students to see problems in their own work that they could not identify unaided. But plainly it is a problem if the self-assessment is contributing to a grade. Additionally, given the increasing internationalising of student cohorts as policy positions tertiary degrees as an exportable commodity, the degree to which culture and national background impacts self-assessment (see e.g. Humburg and van der Velden 2015) should counsel caution for its summative use; also an issue with summative peer assessment (Li et al. 2016).

Research is consistently suggesting that the biggest benefit of peer assessment is its impact on the ability of students to self-assess in the meta-cognitive sense. A study of 800 students found that:
72% of the students agreed or strongly agreed that the useful part of the peer assessment was giving feedback, rather than what was received. It thus seems [it was] the development of critical higher order outcomes that students found most useful in improving their work. In this context, reliability of assessments becomes of secondary concern as it is the process of giving formative peer assessment that holds the greatest potential (Mostert and Snowball 2013, p. 684).

That essential point is echoed repeatedly throughout the field (see e.g. Chambers, Whannell, and Whannell 2014; Yucel, Bird, Young, and Blanksby 2014). Mulder et al. argue that:

helping students to become skilled peer-assessors enables them not only to develop important high-order (generic) skills such as critical evaluation and communication, but also to develop important skills of self-assessment – arguably one of the most important goals of a higher education. (Mulder, Baik, Naylor and Pearce 2014, p. 672)

Their research found that student perceptions of the benefits of peer assessment are “mirrored in genuine improvement in the quality of work submitted” (Mulder et al. 2014, p. 671).

While most studies reiterate the importance of criteria (El-Mowafy 2014) and training (Liu and Li 2014) for accurate peer assessment, Jones and Alcock (2014) investigated the accuracy of peer assessment without any criteria at all, instead “presenting assessors with pairs of student scripts and asking them to judge which of the two students has performed ‘better’” (p. 1775). They found high validity and inter-rater reliability, suggesting that, “human beings are better at comparing one object against another than they are at comparing an object against specified criteria” (p. 1785). If this is true, then the reasons why student self-assessment might be improved by the process of peer assessment more than the receipt of its feedback could be that the process provides them with many ‘objects’ with which to compare, judge and improve the quality of their own work: “all students still rated the marking sheet as less useful than exemplars for guiding them” (Hendry et al. 2012, p. 158).

The consensus position on the formative value of peer assessment is compelling and coherent, as is the emerging conviction that it is the provision more than the receipt of feedback that has the most potential. There are relatively obvious ways of beginning to investigate the validity of that conviction, such as comparing post-draft improvements between students who produced feedback with those who received it, one of a number of possible approaches that could begin to generate the kind of data the field needs. Given the importance the literature assigns to encouraging students
to move beyond the passive reception of feedback towards actively soliciting and interrogating it (Boud and Molloy 2013), it should not be difficult to measure the degree to which the production of feedback achieves this goal.

As is the case with the literature on feedback (before and after), student surveys that reveal changing attitudes are useful but are not of themselves evidence of pedagogical improvement. However, the literature on peer assessment is most deficient in specifying exactly what peer assessment aims to achieve and then aligning that with empirical investigations of quality that match those goals. Given the importance of ‘constructive alignment’ in the literature on assessment in general, this should be both achievable and non-controversial.

**Summative assessment**

Literature on summative assessment in and of itself is, certainly when compared to the literature on formative assessment, rather scarce. Even within the context of the important question of whether it is better for lecturers to set their own exams or for the process of teaching to be decoupled from summative assessment through the use of external examinations, a 2011 literature review noted a striking lack of empirical evidence one way or the other, concluding that “in the absence of empirical evidence, the discussion about coupling or segregating teacher roles remains a highly speculative endeavour” (Sasanguie et al. 2011, p. 908). Within the literature on assessment, summative assessment is usually mentioned to provide a contrast with formative assessment in order that formative assessment can be explained and its benefits emphasised. This strategy continues to propagate “the unhelpful binary division between summative and formative assessment” (Boud and Soler 2016, p. 402).

Occasional efforts to expand that dichotomy have been made. Crisp (2012), for example, argues for adding “integrative assessment” and “diagnostic assessment” to the formative/summative dichotomy to form a four-way matrix. The purpose of integrative assessment “is to influence students’ approaches to future learning” (Crisp 2012, p. 41) and while this is a worthy enough goal, it is not clear how success in doing so could be measured, or how this differs in any substantial way from the goals of “sustainable assessment”, where “every act of assessment needs in some identifiable way to build students’ capacity to manage and judge their own learning and thus equip themselves for the more challenging learning environments they will confront post-graduation” (Boud and Soler 2016, p. 410). As an aside, Crisp does make the interesting observation that “diagnostic assessment is probably the most underutilised of the current assessment formats in higher education” (Crisp 2012, p. 39). Yet even attempted
expansions of this nature still propagate the division between formative and summative assessment.

The impact that summative assessment has on shaping student behaviour is well known and has been described as the “backwash” effect. Typically, the backwash effect is presented in negative terms, as a “significant” disadvantage to summative assessment (Williams 2014, p. 566): the term “backwash” itself is inherently negative. However, there is no intrinsic problem with summative assessment influencing what strategic learners choose to do. It is only an issue if the summative assessment is influencing them in ways that are not in alignment with the pedagogical goals of a given course. If backwash is a problem, it highlights a defect with a given example of summative assessment, not an essential flaw in the practise of summative assessment in general. This is a non-controversial observation. Yet the recent literature shows few attempts to harness the latent power of summative assessment in order to nudge learners in a desired or beneficial direction.

Hunt, Koenders and Gynnlid (2012) reported that when the assessment of laboratory skills moved from written reports to a demonstration of practical skills, “four out of five students reported that an increased awareness of the importance of practical laboratory skills stimulated them to greater efforts to achieve” (p. 861). Turner, Roberts, Heal and Wright (2013) attempt to harness the power of summative assessment in order to “engage students in productive and worthwhile learning of an appropriate” (p. 663). They note that it was “important for us, having chosen this ‘alternative’ form of assessing our students, to carry out an evaluation of its efficacy in particular from the student perspective as this is currently under-researched” (p. 671) and conclude that they were “hopeful that the alternative form of assessment we have reviewed here has a good backwash effect on students” (p. 671). It is possible to move beyond hoping for a beneficial effect. It is not difficult to imagine research into how an example of summative assessment shapes student behaviour being followed by research into how that behaviour changed after the introduction of a summative innovation.

Despite occasional examples like that of Turner et al. (2013) or that of Iannone and Simpson – who argue that “oral assessment may be a viable assessment method for straddling the ‘assessment for’ and ‘assessment of’ learning divide in higher education” (Iannone and Simpson 2015) – it is difficult to avoid concluding that summative assessment is, at present, under-researched, given its importance in shaping the behaviour of students’ choices and priorities.
regarding their learning: “Developments in [summative] assessment have lagged behind developments in curricula” (Yorke 2011, p. 117).

Technology and assessment

The number of articles dealing with information and communications technology (ICT) and assessment necessitates some attempt at summary. This is difficult for two reasons. Firstly, the literature is invariably discussing technology and something else, for example, technology and feedback (Jones, Georghiades and Gunson 2012; Knauf 2016; McCarthy 2015). Secondly, the technology itself is highly diverse, not to mention rapidly evolving.

A few examples will give some sense of the diversity. Sharrock (2015) gives an overview of the current debates around massive open online courses (MOOCs), including the assessment of student learning in that environment. Snowball (2014), in the process of detailing how the use of ICT might assist in coping with the diversity of student cohorts, provides a succinct overview of the evolving ways in which technology has recently impacted higher education. Butz et al. (2015) look at the challenges of attempting to ensure equivalence in hybrid learning environments, comparing “performance in relation to attendance mode” (p. 636). Williams (2014) suggests an interesting, if slightly utopian, approach to using learning analytics gleaned from student behaviour within online formative assessment tasks as a means of summative assessment. Caple and Bogle (2013) show how the use of wikis in group assessment allows for the possibilities of tracking exactly who contributed what to the final product. Carruthers et al. (2015) investigate audio feedback; Craft and Ainscough (2015) attempt to develop clinical role play in an online environment; Holmes (2015) considers continuous e-assessment; Jackling et al. (2015) use blogs to encourage reflective learning; and Lai (2012) argues for assessing not only participation but the quality of online peer engagement. These papers have almost nothing in common except that they all deal with some kind of intersection between technology and assessment.

The characteristic strengths and weaknesses of given areas of research into assessment (such as an over reliance on student surveys as research data) are mirrored in the literature dealing with the use of technology within those fields. Additionally, the findings about a given technology in a given field typically mirror those reported in the field in general: in a paper looking at blended learning environments and collaborative feedback tools, Purvis et al. reported that the “students realised the benefits not only of the receiving of feedback but also of the learning process of giving feedback to others” (Purvis et al. 2011, p.
99), a finding familiar in the general literature on both feedback and peer assessment. In this sense the challenges and opportunities of a given technology in the context of a given form of assessment are better considered within that context, as any findings are specific to both that given context and a given form of technology.

That said, some general observations can be made. The literature on technology and assessment is “extensive and broadly optimistic” (Jackel 2014, p. 71), an enthusiasm that can be problematic in a number of ways, such as clear instances of confirmation bias as well as research into technologies that are largely obsolete by the time the research is published.

More substantively, the general level of enthusiasm within the literature can lead to a situation where the tail begins to wag the dog: “such projects are often run with the technical project goals achieved but the educational goals unrealised” (Stoddart 2015, p. 586). Trenholm et al. (2016) imply that any formal “educational goals” might not have even been formulated before technological innovation, when they find no “systematic link between assessment schemes and instructors’ approaches to teaching” (p. 150) in a large survey of assessors’ experiences with assessment in online mathematics courses. A number of researchers make similar points. Stödberg – in a meta-review of the literature on the use of technology in higher education assessment between 2005 and 2009 – argues that it is important that e-assessment is “driven by pedagogy instead of technology” (Stödberg 2012, p. 602), and in 2015 Henderson et al. (2015) observed that:

ongoing discussions about digital technology and higher education might better balance enthusiasms for the ‘state of the art’ (i.e. what we know might be achieved through technology-enabled learning) with an acknowledgement of the ‘state of the actual’ (i.e. the realities of technology use within contemporary university contexts). (Henderson et al. 2015, p. 308)

While it is difficult to disagree with the observation that ongoing discussions about ICT and assessment need to better balance enthusiasm for what might be possible with what is possible, the nexus between technology and HE assessment is not going away and will only become more important. At a pragmatic level there is now, in many cases, no option but to deliver assessment through technology: it is difficult to imagine how a course delivered online could assess its students in any other way.
Assessment delivered online or via technology is not simply a replacement for assessment delivered offline. Snowball (2014) presented data showing that “more interactive learning opportunities (such as self-marking online multiple choice and graphic exercises) have a bigger impact on student performance than passive activities” (p. 836) in an experiment where one weekly face-to-face lecture was replaced with various online activities, with those activities being compared for impact. This implies that e-assessment replicates the kind of learning that goes on with face-to-face teaching as much as it replicates offline assessment. Finally, organisations such as Assessment and Teaching of 21st Century Skills (ATC21S) make the case that we must begin to assess variables such as “collaboration and digital literacy” (ATC21S n.d.), and it can be safely assumed that we will need to use technology in order to assess students’ abilities with technology.

Indeed, the need for authentic assessment is often used to justify the implementation of computer-based assessment (Craft and Ainscough 2015): clearly it serves little purpose to test HE students’ composition skills with pen and paper when they will be composing with a keyboard for the rest of their lives. In other cases it is not so clear. When looking at the difference between performance on paper and performance on screen at an item-by-item level for a tertiary entrance test, Jackel (2014) found a pattern that revealed items based on diagrammatic stimulus were harder on screen than paper. He suggested that this was due to the students’ inability to scribble freely on the diagrams when they were presented on a screen, concluding that:

we need to carefully consider what we are doing when we deny candidates the ability to annotate, the ability to use their own diagrammatic reasoning when solving certain kinds of problems. 
(Jackel 2014, p. 76)

Here, the ‘authentic’ arguments for computer-based tests become problematic, as by changing the mode of delivery we are changing how the student can solve a problem, and in doing so will begin to change the kinds of problem-solving students will attempt to learn. When we consider that Google itself advises that the “easiest and fastest way to get started” when designing software “is to sketch out your screens by hand using paper and pencils” (“Putting it All Together: Wireframing the Example App,” n.d.), the idea that assessment must be delivered via technology because technology is what the students will be using in the real world is not quite as simple as it first seems. The technology itself was typically conceptualised and designed in the first instance with pen and paper: despite the potential of harnessing technology in assessment, assessment that
does not harness technology is not necessarily ‘out of date’ simply because it does not.

**Psychometrics**

By ‘psychometrics’ we are referring to a suite of statistical and probabilistic methods such as Item-Response Theory, Rasch measurement, and factor analysis that can (in theory) be applied to almost any form of assessment to validate the degree to which the components of that assessment conform to a given model. That modelling can be, and often is, applied to psychological profiles to ensure a degree of internal consistency. However, it can be applied just as easily to a multiple-choice physics test to help weed out individual items that are measuring a variable significantly different to that measured by the rest of the test.

Properly applied, this kind of analysis is very powerful. Psychometric analysis can determine whether an instrument is producing false-positive or false-negative results. For example, psychometric analysis allows assessors to identify a multiple choice question that was so hard for a given group of students that they essentially all gave up and simply guessed: that question can then be removed from scoring.

Its utility in practice is heavily dependent on having sufficient sample sizes and on the format of the assessment. It is difficult to see how psychometrics could be applied usefully to directly validate an oral presentation, creative writing assignment or reflective folio, although it can be applied to how such forms of assessment are graded, particularly when more than one assessor is involved in grading (Aryadoust 2015). However, given adequate numbers it is relatively straightforward to use psychometrics directly in developing surveys, multiple choice questions and short answer response questions. In particular, computer-based testing in those formats opens up the possibility of assessors being provided with psychometric analysis of the test the moment the students finish taking it, giving assessors powerful insight into the degree to which a given question is measuring what it was supposed to measure. Malau-Aduli and colleagues (2014) report on exactly that process.

Hardy and Arguete (2014) used psychometric analysis in developing a diagnostic instrument to identify when intervention might be needed to prevent students dropping out from university. Cumming et al. (2015) used psychometric analysis to validate a group-work skills questionnaire, and Homer, Darling and Pell (2012) applied Rasch analysis to summative medical exams. Jeffrey and colleagues (2016) used psychometrics to investigate the reliability of student assessments;
Lethbridge and colleagues (2013) used them in the development of a reflective thinking questionnaire in the context of nursing; and Xie and colleagues (2014) used Rasch modelling to calibrate individual items in an item bank. A final example of psychometric analysis in assessment is Jones and Alcock's (2014) significant study into the utility of peer assessment without assessment criteria.

In general, psychometric analysis is beginning to be used in two broad contexts. Firstly, as applied to the development or validation of forms of assessment that students themselves are undertaking. Secondly, in research investigating the use of or development of assessment tools. While still in its infancy within university assessment (although already standard practice in university admissions tests), the degree to which psychometrics is beginning to impact assessment in higher education is significant; its potential is even more so.

Other trends and areas of note

Outside of the main areas of research focus there are a number of interesting studies that, while sharing many of the field's general assumptions about assessment, cannot be neatly categorised as a clear example of their application. Because these articles are highly diverse, there is no general field to summarise. However, it is necessary to give some sense of the research being conducted outside of the main areas, and it is reasonable to suppose that some of these more singular papers will eventually flower into larger sub-fields of interest within the literature on assessment in general:

> Frost, de Pont and Brailsford (2012) introduced continuous assessment in the form of ten short assignments, during the semester, worth an accumulative 20% of the final mark. Although they admit that the “ideal ‘before and after’ scenario for assessing the impact of the assessment innovation was not met” (2012, pp. 300–301) they conclude by asserting that continuous assessment in this (relatively typical) manner “advanced teaching objectives and contributed to appropriate learning outcomes” (p. 301). However, in a provocative counterpoint to this line of reasoning, Harland et al. (2015) recently produced an article detailing what happened when continuous assessment was implemented across an institution and the unintended consequences of the assessment ‘arms race’ this created:
Lecturers rewarded student work with grades and controlled study behaviour with assessment. In some situations it was possible to experience hundreds of graded assessments in an academic year. Students were single-minded when it came to grades and would not work without them. These conditions contributed to competition for student attention and a grading arms race between academics and subjects. In this context, the spaces for achieving certain educational objectives, such as fostering self-motivated learners, were marginalised. Both students and lecturers were unsatisfied with this situation, but neither group could envisage radical change (Millar and Sim 2015, p. 528);

Harlend et al.’s (2015) observations imply the following: the advantages of a given innovation are typically theorised within a set of unexamined assumptions about the advantages of that innovation in the context of a given subject or module. Likewise, the initial research into a given innovation is typically conducted by discrete practitioners, also within the context of a given subject or module. Little thought goes into the unintended consequences of that innovation when applied system wide. Those unintended consequences in a system-wide setting can be significant and may create bigger problems than the innovation itself solved;

Spronken-Smith et al. (2012) produced a student perceptions survey on student response to inquiry based learning (IBL), producing not atypical data to show that “courses using discovery-oriented IBL were more highly rated”, and that “the most highly rated course design was open” (p. 57). Interesting here is their admission that, “to determine whether all types of IBL courses are promoting enhanced [intended learning outcomes] compared to more traditionally taught courses, a comparative study should be undertaken” (2012, p. 57). This points to a characteristic weakness of much research based on student responses. When comparative studies are undertaken, the results can be rather confronting: “in contrast to the message from the general assessment literature, we found that mathematics students ... prefer traditional assessment methods ... they perceive them to be fairer than innovative methods and they perceive traditional methods to be the best discriminators of mathematical ability” (Iannone and Simpson 2015, p. 1046). Iannone and Simpson go on to argue that the students did not “base those preferences on an unreflecting conservatism” but rather had “thoughtful reasons for the preferences”, underpinned by “a concern for fairness, the abilities being assessed and the proportion of a given method in a varied
They conclude, somewhat dryly, that “our findings strike a note of caution for practitioners interpreting research findings in their subject and institutional contexts” (p. 1064);

Reimann (2011) presented students with a choice between taking an unseen exam question on content that had been taught, and being given a seen exam question on content that had not been taught. The rationale behind providing students with a seen assessment on content that requires them to actively discover and research a solution is clearly a veritable hit-list of current pedagogical convictions (assessment for learning, authentic assessment, inquiry based learning, the student as active learners who construct their own knowledge and so on) not to mention a large body of student perception surveys of these strategies that suggests students appreciate them. Given the option, however, Reimann’s (2011, p. 277) students perceived choosing the seen question “as a risk rather than an opportunity” and take-up was low: “the option of being able to answer a seen exam question did not appear to contribute to students’ readiness for risk taking and dealing with uncertainty.” The sample size in question was also low, but the qualitative feedback is handled well and the degree to which these findings run counter to prevailing wisdom warrants repeating the research with larger numbers;

Hagström and Scheja (2014, p. 244) introduce an element of meta-reflection “to prompt students to think critically and analytically around salient features of the subject in hand” (p. 244) to a take-home examination and present data showing that with “no changes to the course other than the introduction of an element of meta-reflection” (p. 250) throughput was increased by 70-80%, concluding that “the introduction of an element of meta-reflection about how to tackle examinations both stimulated a deeper approach to learning the course contents, and significantly enhanced the aggregated student performance” (p. 251);

the title of a recent paper by Fuller, Henderson, and Bustamante (2015) – ‘Assessment leaders’ perspectives of institutional cultures of assessment’ – gives an adequate sense of its contents. The study offers a perspective on assessment that researcher’s “could apply to their campus contexts or to future research” and is aimed at “individuals interested in probing the philosophical foundations of educational assessment and culture, and especially higher education assessment and culture” (p. 349);

Varsavsky and Rayner (2013) present an interesting article, the contents of which are, again, neatly summarised by its title: ‘Strategies that challenge: exploring the use of differentiated assessment to challenge high-achieving
students in large enrolment undergraduate cohorts’. This is not quite the ‘adaptive testing’ that some computer-based scaling tests use to alleviate the ceiling effect, but does give some sense of how the advantages of adaptive assessment might begin to be applied within the context of HE modules;

> Shulruf, Poole, Jones and Wilkinson (2015) present a method of using probability theories to define the exact point at which we delineate pass from fail. This is one of the very few papers that attempt to grapple with the mechanics of the way assessment is converted into numbers and some of the implications of what that means. The final sentence of the following will be considered again later, in discussing of the aggregation fallacy:

Our findings lead us to conclude that a method such as the [objective borderline method], that eliminates much (yet not all) of the subjective judgement required around the pass/fail cut-score, may be as sound as approaches used in some of the more established standard setting methods. In other words, when determining cut-scores is concerned, a focus on quality of the examination may be just as important as a focus on the quality of the examinees (Shulruf et al. 2015, p. 434);

> finally, Vaughan, Lalonde and Jenkins-Guarnieri (2014) present a dense article that proposes some methods for getting around some of the characteristic flaws of much educational research, using a “hierarchical propensity score matching method that can be utilized in contexts where randomization is not feasible and dependence between subjects is a concern” (p. 564). If the field as a whole wishes to head towards experimental designs that can empirically “show causal relationships” (2014, p. 565), then it will be necessary to begin to develop the scholarship of assessment per se to a level where researchers can productively engage with arguments such as that proposed by Vaughan et al. (2014).
Reflections: setting directions, identifying gaps

Based on the review of recent literature and with reference to work already undertaken by the HEA in this area, this section explores some of the key issues and themes identified in the current scholarly output on assessment in higher education. It examines gaps in the current literature and emerging principles.

Identifying gaps

_The summative vs. formative dichotomy_

It has already been argued that too much focus on the dichotomy of assessment _of_ versus assessment _for_ learning can lead to a situation where innovation in summative assessment is left under-researched. This is a problem as summative assessment has a huge bearing on where students focus their efforts. The dichotomy is also problematic because it is, in a sense, false, or at least misleading. To the degree to which summative assessment shapes the efforts of students, it is not just summative, but deeply formative. Students, understandably, focus on what is going to get them the best mark:

*For many students it is a game of tactical positioning and strategic manoeuvring to adapt and reduce these educational experiences to achievable goals to meet their ultimate goal – a good grade. This study has highlighted the influence of ... prevailing assessment cultures on students’ engagement in peer learning which somewhat tempers the claims made by advocates of such pedagogical approaches.* (McGarr and Clifford 2013, p. 690)

Yet, despite our awareness of the impact of summative assessment on the shaping of student learning, the literature essentially treats formative and summative assessment as headings for oppositional and mutually exclusive lists of attributes and practices:

<table>
<thead>
<tr>
<th>Formative assessment (assessment <em>for</em> learning)</th>
<th>Summative assessment (assessment <em>of</em> learning)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>-A</td>
</tr>
<tr>
<td>B</td>
<td>-B</td>
</tr>
<tr>
<td>C</td>
<td>-C</td>
</tr>
</tbody>
</table>

There is some truth in this dichotomy and it has had some real benefits. It has helped guide the field towards an understanding of how assessment can help students learn rather than merely record what they have learnt.
Yet the dichotomy creates its own problems. Formative assessment is new. Summative assessment is old. Innovation and research effort become heavily skewed towards formative assessment. We begin to overlook the fact that summative assessment never simply measured what students had learnt, it largely shaped what they bothered to learn in the first place.

Summative assessment is not going away. It will remain necessary for certification, for advancement to higher degrees, not to mention the job prospects and futures of the student. As such it will continue to have a huge impact on where students choose to invest their time and effort. Rather than continuing to emphasise and reiterate the formative/summative dichotomy, it would perhaps be useful to start from the observation that all assessment is formative in some sense, while only some assessment is both formative and summative:

That is, summative assessment is simply a subset of formative assessment. This could help foreground the formative aspects of summative assessment in the way it shapes student learning, and encourage a renewed focus on innovating summative assessment: “students’ motivation is often driven by assessment and therefore” it is important to develop a method of assessment “that both assesses and encourages” their development (Matheson, Wilkinson, and Gilhooly 2012, p. 257).

Innovation in summative assessment can be very difficult as it has a much higher risk factor than innovation in purely formative assessment. Yet, given the degree to which “students’ study habits are strongly geared to meeting the assessment requirements” (Hardy et al. 2016, p. 18), the potential rewards are also high. What really underpins assessment for learning is not its opposition to assessment of learning, but “the principle that all assessment, within the overall
package, should contribute to helping students to learn and to succeed” (Sambell, McDowell and Montgomery 2013, p. 3).

The issue of ‘aggregation’

A marked improvement alluded to an example of the failure to think enough about summative assessment and the mechanics of how we convert assessment into data in referring to the problem (or perhaps fallacy) of aggregation, where grades are arrived at by:

- artificially combining marks from different sources, which do not have equal weightings, meaning or validity. Thereby, this over-reliance on numbers can obscure learning and achievement in the search for credit equivalence and the end result is divorced from the aims of the original curriculum design. A review of assessment would reduce the proportion of work that is subject to this false maths; grading only that which can be safely graded and giving more credibility to students’ results. (HEA 2012, p. 13)

The ‘false maths’ are not difficult to understand. Suppose we give three different students marks out of five for three different subjects. Our results could look like this:

<table>
<thead>
<tr>
<th></th>
<th>Subject A</th>
<th>Subject B</th>
<th>Subject C</th>
<th>Aggregate score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Student X</td>
<td>0</td>
<td>5</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>Student Y</td>
<td>5</td>
<td>5</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>Student Z</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>10</td>
</tr>
</tbody>
</table>

Our aggregate score tells us that these three students are all the same, but in reality the differences between them are considerable. Given only the aggregate we have no valid or defensible way of differentiating between these students. The aggregate effectively destroys the data it contains.

This is a perennial issue with the aggregation of subject scores to arrive at values such as grade point average (GPA). It is a perennial issue with admissions data where heterogeneous secondary subject scores are aggregated or where a generic admissions test which explicitly measures two or more independent variables has its section score data ignored in favour of the overall aggregate.

In terms of in-subject assessment within a course, aggregation of assessments to arrive at a final mark has been typically unproblematic. The reason is simple: when two or more assessments are essentially measuring the same variable,
then adding them together is, in principle, valid. This would be the case in, for example, a Physics course where the total mark is comprised of two tests worth a total of 50% and a final exam worth 50%. However, suppose our Physics lecturer decides to innovate with the first two tests. One test is replaced with a peer-assessed exercise worth 20% of the total mark. The second test is replaced with an oral presentation worth 30% where the student has to deliver a presentation on the philosophical issues arising from the apparent non-falsifiability of string theory. Finally, students are given an exam worth 50%, which requires them to show how they can creatively apply acquired knowledge to solve a set of problems.

Considered on their own merits, each of these three assessment strategies is valid and defensible. However, the variable being measured when assigning a mark to the oral presentation is a very different variable to that being measured when completing the exam. These variables are not mutually exclusive, just independent. As such, aggregating them for an overall mark is simply not defensible.

At the top of a given scale, the ‘false maths‘ of heterogeneous aggregation is not critical: these students did well at everything. At the bottom of the scale we know we are looking at students who did poorly at everything. However, in the middle of the scale this kind of aggregation leaves us unable to compare students in a valid or defensible manner, yet the middle of the scale is where all the hard decisions must be made, such as whether someone passes or fails or goes on to further study. The middle of the scale is where we most need the data we are using to be of high quality, and it is in the middle of the scale where a failure to think about the fallacy of aggregation often means it is of very low quality: in this case it is very difficult to defend a valid standard of pass or fail as that boundary is located within the section of the scale that cannot be relied on.

Shuruf et al. (2015) noted that, when determining the precise pass/fail point for a given examination, “a focus on quality of the examination may be just as important as a focus on the quality of the examinees” (Shuruf et al. 2015, p. 434). They were considering discrete examinations but their observation applies just as well to the total ‘examination’ comprised of the aggregation of a student’s individual assessment scores within a subject. Unless those individual assessments are measuring a very similar variable then the overall quality of the final grade will be poor, especially in the middle of the scale.

It is quite possible that students intuitively appreciate the problem here, as suggested by the concern Iannone and Simpson (2015) found regarding the mix
of assessment “methods they encounter during their degree” (p. 1046). However, regardless of whether students are aware of the problem, their assessors certainly should be. There have been some attempts to begin to address “the analytical need to ensure that data can be meaningfully aggregated” (Coates and Seifert 2011, p. 186), see, for example: Giada, Giovanni, and Vincenza (2014); Hathcoat et al. 2016). However, despite heterogeneous aggregation being described in language as strong as ‘false maths’ in A marked improvement, little appears to have changed in terms of practice. Examples in which this problem has not been considered at all when introducing innovations in assessment are nearly as extensive as the bibliography to this document.

Emerging ideas

The following emerging ideas were identified in the literature as supporting high-quality assessment that improves student learning. However, these ideas are not yet adopted by the wider academic community.

Programmatic assessment

An emerging principle of assessment, which has synergies with constructive alignment and assessment for learning, is the notion of programmatic assessment. Most of the work on programmatic assessment is being conducted in medical education. However, this type of assessment and aggregation in assessment could potentially be used more broadly.

This approach treats assessment as a whole programme, rather than as isolated or ad hoc assessment instruments (Schuwirth and Van der Vleuten 2011; van der Vleuten et al. 2012; Prideaux 2016). The strength of an assessment programme is thus judged by the programme as a whole rather than by the properties of single instruments. A variety of well-chosen (fit-for-purpose) tools can be used where appropriate, which allows for adequate sampling across the breadth and depth of the curriculum. The programmatic approach thus recognises the strengths and weaknesses of different approaches to assessment, and seeks to ensure a balance across a whole programme.

A key principle in this approach is that individual data points can be utilised for targeted feedback of learning (assessment for learning), while high-stakes decisions can be made based on the aggregation of multiple data points (van der Vleuten et al. 2012). For instance, the pass/fail decision for a course, or even an entire programme, can be made using rich information taken from the across the curriculum and in different assessment contexts. One cornerstone of the programmatic approach to assessment is the notion of “information
richness” (Van Der Vleuten et al. 2015). The quality, quantity, and accuracy of the information provided by assessment are important.

With the programmatic approach, progressive assessment information is collected about students until sufficient information is available to be able to make informed judgements about their achievements. This principle acknowledges that individuals learn at different rates, and the measurement of learning should occur at multiple times throughout that process. The result of this approach is that there are multiple opportunities for gaps in learning to be identified, and remedial work to be instigated. That is, there should be no ‘surprise’ if a student fails one high-stakes instrument at the completion of a course, as there are progressive measures of learning throughout the programme. Dijkstsa et al. (2012) have developed fit-for-purpose guidelines for implementing programmatic assessment in different settings.

Assessment of learning outcomes

Another area of assessment that is not a focus of this document, but which is appearing more regularly in scholarly literature and policy debate in recent years, is the area of assessment of learning outcomes. This is an important area of higher education policy and one that is increasingly being married with policies of “quality assurance”, as discussed by Hathcoat and colleagues (2016):

> Widespread criticism about the value of higher education, coupled with increasing demands for accountability and transparency, reinforce the need for institutions to assess student learning and development. Assessing student learning outcomes in higher education however, remains riddled with challenges. (Hathcoat and colleagues 2016, p. 16)

This assessment of the learning outcomes concept is also tied closely to the almost universally adopted articulation of graduate attributes within higher education. As graduate attribute or graduate capability statements have become the norm, the issue of ‘proving’ that, or ‘measuring’ whether, these attributes have been achieved has become more prominent in discussion. On this issue, de la Harpe and David (2012, p. 507) articulate the problems in progressing these ideas at the university level:
We have suggested that if universities are to progress the graduate attribute agenda, academic staff confidence and willingness, as well as the role of beliefs for some graduate attributes, must be acknowledged and addressed. Continuing to rely solely on teachers and their ability to integrate attributes into the formal curriculum will not deliver university graduates equipped for the rapidly changing world of work. *(de la Harpe and David 2012, p. 507)*

The conceptualisation and partial realisation of large-scale, multi-institutional, cross-national assessment of learning outcomes projects have also emerged in recent years. Projects such as the OECD’s feasibility study *Assessment of Higher Education Learning Outcomes* (Richardson and Cootes 2014) and the European Commission’s project on measuring and comparing achievements of learning outcomes in higher education (CALOHEE 2016) are two multi-national projects instigated by inter-governmental organisations within the past five years. Further to this, within the UK context at the very least, recent policies highlighted in the Teaching Excellence Framework (TFE) and in the Government’s *Success as a knowledge economy* paper pave the way for quality assurance-linked assessments of learning outcomes as a measure of teaching quality (BIS 2016). The trajectories of these initiatives will continue to attract attention and debate. While these broad initiatives appear at present somewhat distant from the coal-face of higher education and out of the control of practitioners, the almost inevitable growth in this area and its consequences for the way in which assessment is undertaken will require further attention in the future.
Conclusion and future directions

The concluding section of this review explores the broad themes identified in this paper and suggests some future directions that have emerged from the examination of the literature. These conclusions highlight findings and recommendations for three domains: institutional policy; educational practitioners; and the higher education sector as a whole. The topics raised in each of these sections overlap with one another and each issue is arguably relevant for all of these domains. Nonetheless, the structure of the conclusion helps to situate the findings of the literature in different contexts.

Institutional policy

The literature in the field could be used extensively at the institution level to frame policy, professional development and overall directions for teaching. In tandem with the HEA’s Framework for Transforming Assessment, the six fundamental principles identified in the literature should be helping to frame the design and review of teaching in higher education. These are discussed extensively early in the report and include:

- assessment for learning;
- aligned and fit-for-purpose assessment;
- collaborative construction of standards;
- integrating assessment literacy with learning;
- defensibility of professional judgements;
- the limits of assessment.

Guided by this set of broad principles, and drawing on other themes from the literature, institutional policy could move towards models of programmatic assessment that are described in the literature as ‘whole-of-programme’ approaches towards assessment, rather than each assessment task being applied in an isolated or ad hoc manner. There are definite synergies between this approach and the almost universal embedding of graduate capability/attribute statements within higher education institutional policies. Embedding the statements of attributes into a holistic notion of assessment for each qualification arguably offers institutions not only a guide to how they want their students to develop, but guides assessment that promotes these attributes.

Institutional policy is the most useful starting point for setting principles to improve the assessment literacy of both students and academics. As discussed in the review, notable gaps exist in this area, with some examples being the
continued (mis)use of aggregated marks and its pitfalls, especially in the middle-range of achievement. The HEA's *A marked improvement* noted this in 2012, but the literature does not suggest substantial change or recognition of this issue in the interim. There could be a key role for institution-level leadership to articulate and address this issue.

**Educational practice**

Feedback, peer-assessment/self-assessment, and the increasing use of technology in assessment are some of the areas emerging from the literature. Conversely, scholarship in the area of summative assessment and literature written by assessment experts for practitioners was found to be relatively uncommon.

The burgeoning literature relating to the area of feedback (moving towards the notion of feed-forward) as a vehicle for enabling educators to inform students and enhance their future learning is substantial. Practitioners have a robust and defensible model for what feedback should achieve and is taking defensible measures to reach those goals. The definition of success and the development of ways to measure this success are seen as important in improving the evidence base to support and enhance the use of feedback. From a practice perspective, this appears to be the next step necessary for practitioners to take in ensuring that the perceived benefits of this practice are demonstrable.

Similar issues relating to another large area of interest in assessment – peer-assessment and self-assessment – also persist as a challenge to educators. Improving the growing empirical base in this area appears to be an important step in embedding the most effective elements of this practice. Technological innovation is a related issue for educational practitioners. With the possibilities of using technology in assessment becoming broader by the semester, the caution of Henderson *et al.* (2015) is important to reiterate:

> ongoing discussions about digital technology and higher education might better balance enthusiasms for the “state of the art” (i.e. what we know might be achieved through technology-enabled learning) with an acknowledgement of the “state of the actual” (*Henderson et al.* 2015, p. 308).

The literature review highlights the significant emphasis on ‘formative’ assessment, and the notable lack of discussion of ‘summative’ assessment. While the distinction between assessment of learning as opposed to assessment for learning is conceptually useful and defensible, it can obscure the fact that even the most summative of summative assessment has an enormous impact
on where students invest their time. In this sense, summative assessment of learning has a strong formative component in shaping what students make an effort to learn. Too much focus on this dichotomy could mean that innovation is located within formative assessment alone. The possible impacts of innovation in summative assessment on student learning are left under-researched.

Summative assessment is not going away. It will remain necessary for certification, for advancement to higher degrees, not to mention the job prospects and futures of the student. As such it will continue to have a huge impact on where students choose to invest their time and effort. Rather than continuing to emphasise and reiterate the formative/summative dichotomy, it would perhaps be useful to start from the observation that all assessment is formative in some sense, while only some assessment is both formative and summative. As assessment drives learning, ensuring that summative assessments are fit-for-purpose and well aligned to the desired curriculum outcomes positively effects student learning.

The final part of this report concludes with a focus on some key elements at the heart of the HEA's approach to informing and equipping higher education practitioners – the need for more “evidence-based policy or practice that has had a demonstrable impact on student outcomes including student performance, progression, engagement, satisfaction, skill acquisition and/or self-confidence” (HEA 2016b).

Proving and improving

There are opportunities for improving the ‘proving’ of assessment approaches in higher education that demonstrably assist learning outcomes. This was a clear point made by the HEA in A marked improvement (HEA 2012), and based on the review undertaken for this research, this message still needs to be emphasised in 2016. While institutions, and the higher education sector as a whole, have a role in this, the group best positioned to move this forward is the educational practitioners themselves.

As highlighted in several parts of the literature review, there are substantial issues with the dearth of solid, empirical evidence used to evaluate the effectiveness of current practice. Issues relating to empirical support for theoretical justifications are highlighted in numerous articles cited in this report (see e.g. Ali et al. 2015; Bloxham et al. 2016; Donovan 2014; Sasanguie et al. 2011; Wimshurst and Manning 2013). Much of the published evidence relating to assessment practice relies on small samples or single cohorts and produce results specific to a field of study that cannot necessarily add evidence to bolster
the theoretical foundations for the approach. These limitations are well
acknowledged by the authors of most studies, but in some instances the
generalisation of findings is misleading. The reaction by Sasanguie et al. (2011)
at the ‘speculative’ nature of much of the work in summative assessment
practice following their broad literature review is telling.

The HEA’s previous work in this area (2012) highlighted a related issue identified
in this current review – that is, much of the scholarship in the area of
assessment in higher education is developed by content experts rather than
assessment experts. This would not be a problem in itself, were there a
substantial overlap in these skills among individuals, but a strong grasp of
assessment practice is not commonly found in faculty across the world (Price,
Carroll, O’Donovan and Rust 2011; M Yorke, Bridges and Woolf 2000). The
content expertise is pivotal to the development and reporting of assessment,
but the reporting of the findings of research into assessment in a specific field or
with a specific group of students in a generalised way may not necessarily
contribute to best practice.

Drawing on ideas from Price et al. (2011), developing literacy relating to
assessment among academics is critical to enabling informed debates on
approaches that are implemented at the coal-face. Price and colleagues
emphasise that “assessment standards reside in academic/professional
communities” (2011, p. 484). As such, more collaboration between assessment
experts and content experts on the development, design, implementation and
then reporting of assessment practice would provide significant benefit in
producing more empirically sound literature and in developing high quality
assessment practice. This collaboration would benefit both types of practitioners
in their professional development.

The higher education sector

Sectoral leadership should guide scholarship, collaboration and the
improvement of assessment literacy. The ‘fundamentals’ identified in this
literature review are elements that should be embraced at the sector level (as
well as on the institution and practitioner fronts). Providing support to
encourage collaborative development, implementation and evaluation of new
and innovative assessment processes would benefit the sector greatly. In the
UK, as a new era of assessment and quality assurance potentially begins to
emerge in the implementation of new policies – particularly the Teaching
Excellence Framework – the critical importance of ensuring assessment adheres
to these fundamental principles has never been so great.
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